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Abstract. Consider the vectorial Sturm-Liouville problem:

\[
\begin{aligned}
- y''(x) + P(x)y(x) &= \lambda I_d y(x) \\
A y(0) + I_d y'(0) &= 0 \\
B y(1) + I_d y'(1) &= 0
\end{aligned}
\]

where \( P(x) = [p_{ij}(x)]_{i,j=1}^d \) is a continuous symmetric matrix-valued function defined on \([0, 1]\), and \( A \) and \( B \) are \( d \times d \) real symmetric matrices. An eigenfunction \( y(x) \) of the above problem is said to be of type \((CZ)\) if any isolated zero of its component is a nodal point of \( y(x) \). We show that when \( d = 2 \), there are infinitely many eigenfunctions of type \((CZ)\) if and only if \((P(x), A, B)\) are simultaneously diagonalizable. This indicates that \((P(x), A, B)\) can be constructed when all except a finite number of eigenfunctions are of type \((CZ)\). The results supplement a theorem proved by Shen-Shieh (the second author) for Dirichlet boundary conditions. The proof depends on an eigenvalue estimate, which seems to be of independent interest.

1. Introduction

The inverse nodal problem, first studied by J. McLaughlin ([8], see also [3] and [9]), is the problem of finding the potential function and the boundary conditions using only the set of nodal points of the eigenfunctions. Consider the scalar inverse nodal problem,

\[
\begin{aligned}
- y''(x) + q(x)y &= \lambda y \\
y(0) \cos \alpha + y'(0) \sin \alpha &= 0 \\
y(1) \cos \beta + y'(1) \sin \beta &= 0
\end{aligned}
\]

where \( q \in L^1(0,1) \) and \( \alpha, \beta \in [0, \pi) \). We also let \( \lambda_n \) be the eigenvalue, \( y_n \) the corresponding eigenfunction and \( \{x_k^{(n)} : k = 1, 2, \ldots, n - 1\} \) the nodal set of \( y_n \) in \((0, 1)\). It is now known that \((q, \alpha, \beta)\) can be uniquely determined by the nodal set up to a constant ([8, 13]), and can also be reconstructed from the nodal set ([3, 7, 13]).

Theorem 1.1 ([13, 7]). For almost every \( x \in (0, 1) \), with

\[ j = j_n(x) = \max \left\{ i : x_i^{(n)} \leq x \right\}, \]
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we have
\[
q(x) = \lim_{n \to \infty} 2\lambda_n \left( \frac{\sqrt{\lambda_n l_i^{(n)}}}{\pi} - 1 \right)
\]
where \(l_i^{(n)} = x_i^{(n)} - x_i^{(n)}\) is the nodal length. Furthermore, the boundary phases \(\alpha\) and \(\beta\) can also be reconstructed from the nodal data.

Note that in the above, if \(\alpha\) and \(\beta\) are known, then an asymptotic expansion of \(\sqrt{\lambda_n}\) up to \(O(n^{-2})\) guarantees that \(q\) can be approximated by the nodal data alone up to a constant. In fact, the convergence holds in \(L^1(0, 1)\) \([4]\).

But so far, not much is known for the inverse nodal problem of the vectorial Sturm-Liouville system, although some work has been done on the corresponding inverse eigenvalue problems \([10, 11]\). Consider
\[
-y''(x) + P(x)y(x) = \lambda I_d y(x),
\]
with boundary conditions
\[
\begin{align*}
A_1 y(0) + A_2 y'(0) &= 0 \\
B_1 y(1) + B_2 y'(1) &= 0
\end{align*}
\]
where \(P(x) = [p_{ij}(x)]_{i,j=1}^d\) is a continuous symmetric matrix-valued function defined on \([0, 1]\), \(A_i, B_i, i = 1, 2,\) are \(d \times d\) matrices, and \(I_d\) is the \(d \times d\) identity matrix. If \(A_2 = B_2 = 0,\) and \(A_1, B_1\) are invertible, then (3) represents the Dirichlet boundary condition. If \(A_1 = B_1 = 0,\) and \(A_2, B_2\) are invertible, then (3) represents the Neumann boundary condition.

In order that the system be self-adjoint, we require the boundary matrices to satisfy
\[
A_1 A_2^* = A_2 A_1^*, \quad B_1 B_2^* = B_2 B_1^*,
\]
\[
\text{rank}[A_1, A_2] = \text{rank}[B_1, B_2] = d
\]
\([5]\). In short, vectorial systems satisfying (4) can be transformed to a first-order Dirac system, which is self-adjoint because of (4b) \([5]\). Note that if \(A_2\) and \(B_2\) are invertible, then (3) reduces to
\[
A_2^{-1} A_1 = (A_2^{-1} A_1)^*, \quad B_2^{-1} B_1 = (B_2^{-1} B_1)^*.
\]
Thus the real matrices \(A_2^{-1} A_1\) and \(B_2^{-1} B_1\) are symmetric. In this case, the boundary condition (3) can be reduced to a simpler one:
\[
\begin{align*}
A y(0) + I_d y'(0) &= 0, \\
B y(1) + I_d y'(1) &= 0
\end{align*}
\]
where \(A, B\) are symmetric and \(I_d\) is the \(d \times d\) identity matrix. We shall concentrate on the study of the vectorial system with this rather general boundary condition, which includes the Neumann boundary condition.

Let \(y(x)\) be a continuous \(d\)-dimensional vector-valued function defined on \([0, 1]\). A point \(x_0 \in [0, 1]\) is called a nodal point of \(y(x)\) if \(y(x_0) = 0\). We say that \(y(x)\) is a vector-valued function of type \((CZ)\) (or \(y\) has common zero property) if all the isolated zeros of its components are nodal points. \(P(x)\) is called simultaneously diagonalizable if there is a unitary matrix \(Q\) such that \(Q^* P(x) Q\) is a diagonal matrix-valued function. A vectorial Sturm-Liouville problem is said to be \((\ast)\)-simultaneously diagonalizable if \(P(x), A_i, B_i (i = 1, 2)\) are all simultaneously
diagonalizable by the same matrix, i.e. $Q^*P(x)Q, Q^*A_iQ$ and $Q^*B_iQ$ ($i = 1, 2$) are diagonal.

If there is a unitary matrix $Q$ such that $Q^*PQ, Q^*A_iQ, Q^*B_iQ$ ($i = 1, 2$) are all diagonal, then (2) and (3) can be reduced to $d$ one-dimensional systems, and each system has infinitely many eigenfunctions that induce the eigenfunctions of (2) and (3) of type (CZ). Thus we have the following lemma about the nodal property of the vectorial Sturm-Liouville problem.

**Lemma 1.2.** If the vectorial Sturm-Liouville problem (2) and (3) is ($\ast$)-simultaneously diagonalizable, then there are infinitely many eigenfunctions that are of type (CZ).

The above nodal property for the vectorial Sturm-Liouville problem motivates the whole study. In 1999, Shen and Shieh proved the converse of Lemma 1.2 for the Dirichlet problem when dimension $d = 2$. It seems to be the first vectorial inverse nodal problem studied.

**Theorem 1.3 ([12, Theorem 2.6]).** Let $d = 2$. Suppose the Dirichlet vectorial Sturm-Liouville problem (2) has infinitely many eigenfunctions $\{y_{n_j}(x)\}_{j=1}^{\infty}$, which are of type (CZ). Then $P(x)$ is simultaneously diagonalizable.

It would be interesting to see if the above result also holds for arbitrary boundary conditions. Recall that in the scalar case, it was shown in [7] that the smoothness of the potential function depends only on the nodal data, regardless of the boundary conditions. In the present case, the answer is also affirmative for the general boundary condition (5). In fact, the result is more complete. Below is our main theorem.

**Theorem 1.4.** Let $d = 2$. Suppose the vectorial Sturm-Liouville problem (2) with boundary conditions (5) has infinitely many eigenfunctions $\{y_{n_j}(x)\}_{j=1}^{\infty}$, which are of type (CZ). Then the problem is ($\ast$)-simultaneously diagonalizable.

Of course, if more is known about the eigenfunctions $\{y_{n_j}(x)\}_{j=1}^{\infty}$, we can obtain more information about $(P(x), A, B)$. Then we have the following corollary.

**Corollary 1.5.** If $d = 2$ and all except a finite number of eigenfunctions of the vectorial problem (2) and (5) are of type (CZ), then the problem can be uniquely determined up to a unitary matrix and can be reconstructed.

**Proof.** By Theorem 1.4 we see that $P(x), A$ and $B$ are (simultaneously) similar to some $Q^*PQ\text{diag}\{u_1(x), u_2(x)\}, Q^*AQ = \text{diag}\{a_1, a_2\}$ and $Q^*BQ = \text{diag}\{b_1, b_2\}$, respectively. Thus we obtain two scalar Sturm-Liouville systems by the transformation $Q^*y = [v, w]^T$:

\[
\begin{align*}
-\nu''(x) + u_1(x)v(x) &= \mu v(x) \\
 a_1v(0) + v'(0) &= 0 \\
b_1v(1) + v'(1) &= 0
\end{align*}
\]

and

\[
\begin{align*}
-w''(x) + u_2(x)w(x) &= \rho w(x) \\
a_2w(0) + w'(0) &= 0 \\
b_2w(1) + w'(1) &= 0.
\end{align*}
\]
From the assumption of the eigenfunctions, we can obtain two sets of nodal points, one for (6), and another for (7). Hence we can apply Theorem 1.1 to show that \((u_1(x), a_1, b_1)\) and \((u_2(x), a_2, b_2)\) can be reconstructed and so are uniquely determined up to a constant.

□

Our proof of Theorem 1.4 is based on a simplified proof of Theorem 1.3. Here, the eigenvalue asymptotics plays an important role. This eigenvalue estimate seems to be of independent interest. Carlson (2) used perturbation of operators to prove the estimate for another set of rather general boundary conditions, including the Dirichlet and Neumann boundary conditions, but our estimate is a lot simpler. We shall state and prove the eigenvalue estimate in section 2. Theorem 1.4 will be proved in section 3. For the sake of completeness, proofs of Lemma 1.2 and Lemma 3.1 are given in the appendices.

2. Eigenvalue asymptotics

In this section, we will study the asymptotic estimates of the eigenvalues and the nodal points. Results here are valid for arbitrary dimension \(d \geq 2\). Consider the vectorial Sturm-Liouville equation (2) with boundary conditions (5).

Lemma 2.1 (1). Let \(Y(x, \lambda)\) denote the solution of the matrix differential equation

\[
\begin{aligned}
-\ddot{Y} + P(x)Y &= \lambda I_d Y \\
Y(0, \lambda) &= I_d, Y''(0, \lambda) = -A.
\end{aligned}
\]

Then \(Y(x, \lambda)\) satisfies

\[
Y(x, \lambda) = \cos(\sqrt{\lambda}x)I_d - \frac{\sin(\sqrt{\lambda}x)}{\sqrt{\lambda}} A + \int_0^x \frac{\sin(\sqrt{\lambda}(x-t))}{\sqrt{\lambda}} P(t)Y(t, \lambda) dt.
\]

Theorem 2.2. Let \(\lambda_n\) be the \(n\)-th eigenvalue of the vectorial problem (2) and (5). Then let \(m = \left\lfloor \frac{n}{d} \right\rfloor\), the floor function of \(\frac{n}{d}\),

\[
\sqrt{\lambda_{dm+j}} = (m+1)\pi + \frac{a_j}{(m+1)\pi} + O\left(\frac{1}{m^2}\right)
\]

\[
= (m+1)\pi + O\left(\frac{1}{m}\right),\quad 1 \leq j \leq d,
\]

for sufficiently large \(m\), where \(a_1 \leq a_2 \leq \cdots \leq a_d\) are the eigenvalues of \(B - A + \frac{1}{2} \int_0^1 P(t) dt\).

Proof. Suppose \(Y(x, \lambda)\) is a solution of (8). Note that \(|\sin(\sqrt{\lambda}x)| \leq \exp(|Im\sqrt{\lambda}|x)\) and \(|\cos(\sqrt{\lambda}x)| \leq \exp(|Im\sqrt{\lambda}|x)\). Since \(P(x) \in C([0, 1], \mathbb{R}^d)\), we have

\[
Y(x, \lambda) = \cos(\sqrt{\lambda}x)I_d - \frac{\sin(\sqrt{\lambda}x)}{\sqrt{\lambda}} A + \int_0^x \frac{\sin(\sqrt{\lambda}(x-t))}{\sqrt{\lambda}} P(t)Y(t, \lambda) dt
\]

\[
= \cos(\sqrt{\lambda}x)I_d + O\left(\frac{\exp |Im\sqrt{\lambda}|}{\sqrt{\lambda}}\right).
\]
Also, since
\[
\int_0^x \cos(\sqrt{\lambda}(x - t))P(t)Y(t, \lambda)dt = \int_0^x \left( \cos(\sqrt{\lambda}x) \cos(\sqrt{\lambda}t) + \sin(\sqrt{\lambda}x) \sin(\sqrt{\lambda}t) \right)
\]
\[
P(t) \left( \cos(\sqrt{\lambda}t)I_d + O\left( \exp \frac{|Im \sqrt{\lambda}|}{\sqrt{\lambda}} \right) \right) dt
\]
\[
= \cos(\sqrt{\lambda}x) \int_0^x \frac{1 + \cos(2\sqrt{\lambda}t)}{2} P(t) dt
\]
\[
+ \frac{\sin(\sqrt{\lambda}x)}{2} \int_0^x \sin(2\sqrt{\lambda}t) P(t) dt + O\left( \exp \frac{2|Im \sqrt{\lambda}|}{\sqrt{\lambda}} \right)
\]
\[
= \cos(\sqrt{\lambda}x) \int_0^x P(t) dt + o(\exp |Im \sqrt{\lambda}|),
\]
we have
\[
Y'(x, \lambda) = -\sqrt{\lambda} \sin(\sqrt{\lambda}x) I_d - \cos(\sqrt{\lambda}x) A + \int_0^x \cos(\sqrt{\lambda}(x - t))P(t)Y(x, \lambda) dt
\]
\[
= -\sqrt{\lambda} \sin(\sqrt{\lambda}x) I_d - \cos(\sqrt{\lambda}x) A + \frac{\cos(\sqrt{\lambda}x)}{2} \int_0^x P(t) dt + o(\exp |Im \sqrt{\lambda}|).
\]
Let
\[
\mathcal{F}_P(\lambda) \equiv BY(1, \lambda) + Y'(1, \lambda)
\]
\[
= \sqrt{\lambda} \left\{ -\sin(\sqrt{\lambda}) I_d + \frac{1}{\sqrt{\lambda}} \left[ B - A + \frac{1}{2} \int_0^1 P(t) dt \right] \cos(\sqrt{\lambda}) \right.
\]
\[
+ o\left( \frac{\exp |Im \sqrt{\lambda}|}{\sqrt{\lambda}} \right) \left\}
\].

Set
\[
\mathcal{G}_P(\lambda) = -\sin(\sqrt{\lambda}) I_d + \frac{1}{\sqrt{\lambda}} \left[ B - A + \frac{1}{2} \int_0^1 P(t) dt \right] \cos(\sqrt{\lambda}) + o\left( \frac{\exp |Im \sqrt{\lambda}|}{\sqrt{\lambda}} \right).
\]

Then, for \( \lambda \in \mathbb{R} \setminus \{0\} \), \( \exp |Im \sqrt{\lambda}| = 1 \), then \( \lambda \) is an eigenvalue of \( \mathcal{G}_P(\lambda) \) if and only if \( \mathcal{G}_P(\lambda) \) is singular. By Rouche’s Theorem, the zeros of \( \det \mathcal{G}_P(\lambda) \) are asymptotic to the zeros of
\[
\mathcal{H}_P(\lambda) = \det \left\{ -\sin(\sqrt{\lambda}) I_d + \frac{1}{\sqrt{\lambda}} \left[ B - A + \frac{1}{2} \int_0^1 P(t) dt \right] \cos(\sqrt{\lambda}) \right\}.
\]

Denote \( \{a_1, a_2, ..., a_d\} \) to be the set of eigenvalues of \( B - A + \frac{1}{2} \int_0^1 P(t) dt \) with \( a_1 \leq a_2 \leq \cdots \leq a_d \). Then the zeros of \( \mathcal{H}_P(\lambda) \) consist of the zeros of
\[
\sin(\sqrt{\lambda}) = \frac{a_j}{\sqrt{\lambda}} \cos(\sqrt{\lambda}), \ j = 1, 2, ..., d.
\]

Hence
\[
\tan(\sqrt{\lambda}) = \frac{a_j}{\sqrt{\lambda}}, \ j = 1, 2, ..., d.
\]
For $\lambda \gg 1$, we may denote the $n^{th}$ zero of the above equation by $\sqrt{\lambda_{dn+j}} = (m + 1)\pi + \delta_{d,m}^j$, where $m = \left[\frac{a_j}{4}\right]$ and $j = 1, 2, \ldots, d$. Thus, for $m$ large enough, we have $|\delta_{d,m}^j| < 1$ and
\[
\tan((m + 1)\pi + \delta_{d,m}^j) = \tan(\delta_{d,m}^j) = \frac{a_j}{(m + 1)\pi + \delta_{d,m}^j}.
\]
Therefore
\[
\delta_{d,m}^j = \frac{a_j}{(m + 1)\pi} + O\left(\frac{1}{m^2}\right).
\]
We obtain
\[
\sqrt{\lambda_{dn+j}} = (m + 1)\pi + \frac{a_j}{(m + 1)\pi} + O\left(\frac{1}{m^2}\right) = (m + 1)\pi + O\left(\frac{1}{m}\right).
\]
This completes the proof. 

From the above estimate of the eigenvalues, we obtain the asymptotics of the nodal points.

**Theorem 2.3.** Suppose $y(x, \lambda_n)$ is a solution of the vectorial problem (2) and (5) of type (CZ) corresponding to the eigenvalue $\lambda_n$, and $\{x_k^{(n)}\}$ is the nodal set of $y(x, \lambda_n)$. Then let $m = \left[\frac{a_j}{4}\right]$, 
\[
x_k^{(n)} = k + \frac{1}{2} \left(\frac{1}{m + 1}\right) + O\left(\frac{1}{n^2}\right), \quad k = 0, 1, 2, \ldots, m,
\]
for sufficiently large $n$.

**Proof.** Let $Y(x, \lambda)$ be the solution of (8), and let $v_n \in \mathbb{R}^d - \{0\}$ be a unit null vector of $\mathcal{F}_p(\lambda_n)$ such that $Y(x, \lambda_n)v_n$ is an eigenfunction of (2) and (5) of type (CZ). Then by (9),
\[
Y(\frac{(k + \frac{1}{2})\pi}{\sqrt{\lambda_n}}, \lambda_n)v_n = \cos((k + \frac{1}{4})\pi)\lambda_n v_n + O\left(\frac{1}{n}\right)
\]
and
\[
Y(\frac{(k + \frac{3}{4})\pi}{\sqrt{\lambda_n}}, \lambda_n)v_n = \cos((k + \frac{3}{4})\pi)\lambda_n v_n + O\left(\frac{1}{n}\right).
\]
Let $y_{n,j}(x)$ be the $j$-th component of $Y(x, \lambda_n)v_n$. Since $\cos((k + \frac{1}{4})\pi)\cos((k + \frac{3}{4})\pi) < 0$, by the intermediate value theorem, there is some $x_{k,j}^{(n)}$ in $\left(\frac{(k + \frac{1}{4})\pi}{\sqrt{\lambda_n}}, \frac{(k + \frac{3}{4})\pi}{\sqrt{\lambda_n}}\right)$ such that $y_{n,j}(x_{k,j}^{(n)}) = 0$. Then, by the (CZ) property, all these $x_{k,j}^{(n)}$’s coincide at a point $x_k^{(n)}$, say. So $Y(x_k^{(n)}, \lambda_n)v_n = 0$. Let $x_k^{(n)} = \frac{(k + \frac{1}{2})\pi}{\sqrt{\lambda_n}} + C_k^{(n)}$, where $0 \leq |C_k^{(n)}| \leq \frac{\pi}{4\sqrt{\lambda_n}}$. Then
\[
0 = Y(x_k^{(n)}, \lambda_n)v_n = \left[\cos((k + \frac{1}{2})\pi + \sqrt{\lambda_n}C_k^{(n)}) + O\left(\frac{1}{n}\right)\right]v_n.
\]
Hence
\[
0 = \cos((k + \frac{1}{2})\pi + \sqrt{\lambda_n}C_k^{(n)}) + O\left(\frac{1}{n}\right) - \sin(\sqrt{\lambda_n}C_k^{(n)}) + O\left(\frac{1}{n}\right).
\]
We can obtain $C_k^{(n)} = O\left(\frac{1}{n^2}\right)$. Therefore,

\[
x_k^{(n)} = \frac{(k + \frac{1}{2})\pi}{\sqrt{\lambda_m}} + C_k^{(n)} = \frac{k + \frac{1}{2}}{m + 1} + O\left(\frac{1}{n^2}\right),
\]

where $k = 0, 1, 2, \ldots, m$.

\[\text{□} \]

**Corollary 2.4.** With the same assumptions as in Theorem 2.3, we have

(a) $l_k^{(n)} = x_k^{(n)} - x_{k+1}^{(n)} = \frac{1}{n} + O\left(\frac{1}{n^2}\right)$,

(b) $\sqrt{\lambda_n}(x_k^{(n)} - x_{k+1}^{(n)}) = \frac{\pi}{n} + O\left(\frac{1}{n^2}\right)$,

(c) $\sqrt{\lambda_n}x_k^{(n)} = (k + \frac{1}{2})\pi + O\left(\frac{1}{n}\right)$.

3. **Proof of the main theorem**

The following lemma follows from [12, Lemma 2.4]. One can also prove it directly using compound angle formulae and the Riemann-Lebesgue Lemma.

**Lemma 3.1.** Suppose $Y(x, \lambda_n)$ is the solution of (8). Let $v_n$ be a unit null vector of $\mathcal{F}_P(\lambda_n)$ (10) such that $Y(x, \lambda_n)v_n$ is an eigenfunction of (2) and (5) corresponding to the eigenvalue $\lambda_n$ and is of type (CZ) with the nodal set $\{x_k^{(n)}\}$. Then as $n \to \infty$,

(a) for each $l, m$, there is an $\eta_{lm,k}^{(n)} \in [x_k^{(n)}, x_{k+1}^{(n)}]$ such that

\[
\int_{x_k^{(n)}}^{x_{k+1}^{(n)}} \sin(\sqrt{\lambda_n}(x_{k+1}^{(n)} - t))P(t)Y(t, \lambda_n)dt
= \frac{l^{(n)}(n)}{2} \sin(\sqrt{\lambda_n}x_k^{(n)}) \left[ l_{lm}(\eta_{lm,k}^{(n)}) \right]_{l, m = 1}^{d} + O\left(\frac{1}{n}\right),
\]

where the entry $l_{lm}$ is in row $l$ and column $m$ of $P(x)$;

(b) \[
\int_0^{x_k^{(n)}} \left[ \sin(\sqrt{\lambda_n}(x_{k+1}^{(n)} - t)) + \sin(\sqrt{\lambda_n}(x_k^{(n)} - t)) \right] P(t)Y(t, \lambda_n)dt = o\left(\frac{1}{n}\right).
\]

Now we set out to prove our main theorem.

**Proof of Theorem 2.4.** We shall show that $P(x)$ is simultaneously diagonalizable in part(a), and $A$ and $B$ are diagonalizable in part(b).

Let $\{\lambda_{n_j}\}$ be the eigenvalues of (2) and (5) and $Y(x, \lambda)$ be the solution of (8). Then

\[\mathcal{F}_P(\lambda_{n_j}) = BY(1, \lambda_{n_j}) + I_2Y'(1, \lambda_{n_j})\]

is singular. Hence there are unit null vectors $\{v_{n_j}\}$ of $\mathcal{F}_P(\lambda_{n_j})$ so that $Y(x, \lambda_{n_j})v_{n_j}$ are eigenfunctions of (2) and (5) corresponding to $\lambda_{n_j}$. We may assume that $v_{n_j}$ is convergent to some unit vector $v$. Suppose $Y(x, \lambda_{n_j})v_{n_j}$ is an eigenfunction of type (CZ). Let $\{x_k^{(n_j)} : j = 1, 2, \ldots; k = 0, 1, 2, \ldots, \left\lceil \frac{n_j}{2} \right\rceil\}$ be the nodal set, which is dense in $(0, 1)$. Then for fixed $x_0 \in (0, 1)$, there are intervals $(x_k^{(n_j)}, x_{k+1}^{(n_j)})$ containing $x_0$, such that

\[
\lim_{j \to \infty} x_k^{(n_j)} = x_0 = \lim_{j \to \infty} x_{k+1}^{(n_j)}.
\]
Since
\[ Y(x^{(n_j)}_{k_j}, \lambda_{n_j}) \mathbf{v}_{n_j} = 0 = Y(x^{(n_j)}_{k_j+1}, \lambda_{n_j}) \mathbf{v}_{n_j}, \]
we have, by Lemma 3.1.

(11)
\[
0 = Y(x^{(n_j)}_{k_j}, \lambda_{n_j}) \mathbf{v}_{n_j} + Y(x^{(n_j)}_{k_j+1}, \lambda_{n_j}) \mathbf{v}_{n_j},
\]
\[
= \left[ \cos(\sqrt{\lambda_{n_j}x^{(n_j)}_{k_j}}) + \cos(\sqrt{\lambda_{n_j}x^{(n_j)}_{k_j+1}}) \right] \mathbf{v}_{n_j}
\]
\[
- \frac{\sin(\sqrt{\lambda_{n_j}x^{(n_j)}_{k_j}}) + \sin(\sqrt{\lambda_{n_j}x^{(n_j)}_{k_j+1}})}{\sqrt{\lambda_{n_j}}} \mathbf{A} \mathbf{v}_{n_j}
\]
\[
+ \left[ \int_{0}^{x^{(n_j)}_{k_j}} \sin(\sqrt{\lambda_{n_j}(x^{(n_j)}_{k_j} - t)} + \sin(\sqrt{\lambda_{n_j}(x^{(n_j)}_{k_j+1} - t)}) \right] P(t)Y(t, \lambda_{n_j})dt \mathbf{v}_{n_j}
\]
\[
+ \left[ \int_{x^{(n_j)}_{k_j+1}}^{(n_j)} \sin(\sqrt{\lambda_{n_j}(x^{(n_j)}_{k_j+1} - t)}) \right] P(t)Y(t, \lambda_{n_j})dt \mathbf{v}_{n_j}.
\]

By Lemma 3.1, there is \( \eta^{(n_j)}_{lm,k_j} \in \left[ x^{(n_j)}_{k_j}, x^{(n_j)}_{k_j+1} \right] \) such that
\[
\int_{x^{(n_j)}_{k_j}}^{x^{(n_j)}_{k_j+1}} \sin(\sqrt{\lambda_{n_j}(x^{(n_j)}_{k_j} - t)}) = \frac{l^{(n_j)}_{lm,k_j} \sin(\sqrt{\lambda_{n_j}x^{(n_j)}_{k_j+1}})}{2 \sqrt{\lambda_{n_j}}} \left[ p_{lm}(\eta^{(n_j)}_{lm,k_j}) \right]_{l,m=1}^2 + O(\frac{1}{n_j}).
\]

Also, by Corollary 2.3,
\[
\sin(\sqrt{\lambda_{n_j}x^{(n_j)}_{k_j}}) + \sin(\sqrt{\lambda_{n_j}x^{(n_j)}_{k_j+1}})
\]
\[
= 2 \sin(\sqrt{\lambda_{n_j}(x^{(n_j)}_{k_j} + x^{(n_j)}_{k_j+1})}) \cos(\sqrt{\lambda_{n_j}(x^{(n_j)}_{k_j} - x^{(n_j)}_{k_j+1})})
\]
\[
= O(\frac{1}{n_j}).
\]

Hence by the above two equations and Lemma 3.1(b), we can rewrite (11) as
\[
\left[ p_{lm}(\eta^{(n_j)}_{lm,k_j}) \right]_{l,m=1}^2 \mathbf{v}_{n_j} = -2 \sqrt{\lambda_{n_j}} \frac{l^{(n_j)}_{lm,k_j} \sin(\sqrt{\lambda_{n_j}x^{(n_j)}_{k_j+1}})}{\sqrt{\lambda_{n_j}}} \mathbf{v}_{n_j} + o(1).
\]

Since \( P \) is a continuous matrix-valued function, \( \left[ p_{lm}(\eta^{(n_j)}_{lm,k_j}) \right]_{l,m=1}^2 \) converges to \( P(x_0) \), as \( j \to \infty \). On the other hand, since \( ||\mathbf{v}_{n_j}|| = 1 \) for all \( n_j \), \( \mathbf{v}_{n_j} \) converges to some \( \mathbf{v} \). Therefore, taking the limit as \( j \to \infty \), the left-hand side of the above equation converges to \( P(x_0) \mathbf{v} \), and the corresponding right-hand side becomes
\[
\lim_{j \to \infty} -2 \sqrt{\lambda_{n_j}} \left[ \cos(\sqrt{\lambda_{n_j}x^{(n_j)}_{k_j}}) + \cos(\sqrt{\lambda_{n_j}x^{(n_j)}_{k_j+1}}) \right] l^{(n_j)}_{lm,k_j} \sin(\sqrt{\lambda_{n_j}x^{(n_j)}_{k_j+1}}) \mathbf{v}_{n_j} = c(x_0) \mathbf{v}.
\]
Since $x_0$ is arbitrary in $(0,1)$, we can choose $x_1 \neq x_0$ in $(0,1)$ and use the above argument for $x_1$ such that $\mathbf{v}$ is also an eigenvector of $P(x_1)$. Then $P(x_0)$ and $P(x_1)$ have the same eigenvector $\mathbf{v}$. That is, $\mathbf{v}$ is chosen independently for $x$.

Furthermore, let $\mathbf{u}$ be a unit vector orthogonal to $\mathbf{v}$. Since $P(x)$ is diagonalizable for all $x \in [0,1]$, $\mathbf{u}$ has to be an eigenvector for $P(x)$. Thus there is another scalar $\tilde{c}(x)$, depending on $x$, such that $P(x)\mathbf{u} = \tilde{c}(x)\mathbf{u}$. Therefore we conclude that $P$ is simultaneously diagonalizable. In fact, $Q = [\mathbf{v},\mathbf{u}]$ and $Q^*PQ = \begin{bmatrix} c(x) & 0 \\ 0 & \tilde{c}(x) \end{bmatrix}$.

The proof of part (a) is complete.

Since $Y(x,\lambda_n)\mathbf{v}_{n_j}$ is an eigenfunction, and
\[
\int_0^{x_1(n_j)} \sin(\sqrt{\lambda_{n_j}}x_1(n_j) - t))P(t)Y(t,\lambda_{n_j})dt = \sin(\sqrt{\lambda_{n_j}}x_1(n_j))^T \int_0^{x_1(n_j)} \cos(\sqrt{\lambda_{n_j}}t)P(t)Y(t,\lambda_{n_j})dt
- \cos(\sqrt{\lambda_{n_j}}x_1(n_j))^T \int_0^{x_1(n_j)} \sin(\sqrt{\lambda_{n_j}}t)P(t)Y(t,\lambda_{n_j})dt
= \sin(\sqrt{\lambda_{n_j}}x_1(n_j))^T \int_0^{x_1(n_j)} P(t)dt + O\left(\frac{1}{n_j^2}\right)
= O\left(\frac{1}{n_j}\right),
\]
we have
\[
0 = Y(x_1(n_j),\lambda_{n_j})\mathbf{v}_{n_j} = \left[\cos(\sqrt{\lambda_{n_j}}x_1(n_j))I_2 - \frac{\sin(\sqrt{\lambda_{n_j}}x_1(n_j))}{\sqrt{\lambda_{n_j}}}A + O\left(\frac{1}{n_j}\right)\right]\mathbf{v}_{n_j}.
\]

Hence,
\[
A\mathbf{v}_{n_j} = \sqrt{\lambda_{n_j}} \cot(\sqrt{\lambda_{n_j}}x_1(n_j))\mathbf{v}_{n_j} + O\left(\frac{1}{n_j}\right).
\]

Let $j \to \infty$. Then $\mathbf{v}_{n_j}$ tends to the same vector $\mathbf{v}$, and so the sequence
\[
\sqrt{\lambda_{n_j}} \cot(\sqrt{\lambda_{n_j}}x_1(n_j))
\]
has a limit $C$ in $\mathbb{R}$. Thus, $A\mathbf{v} = C\mathbf{v}$. With a similar argument as in (a), we conclude that $A$ is diagonalizable by the same unitary matrix $Q$. Similarly, if we consider the matrix differential equation
\[
\begin{cases}
-Y'' + P(x)Y = \lambda I_2 Y \\
Y(1,\lambda) = I_2, Y'(1,\lambda) = -B
\end{cases}
\]
and analyses $Y(x_{n_j-1}(n_j),\lambda_{n_j})\mathbf{v}_{n_j}$, then $B$ is also diagonalizable by $Q$. Hence $P(x)$, $A$, and $B$ are simultaneously diagonalizable. \hfill \square

With the above proof, we have the following theorem for higher-dimensional vectorial systems.
Corollary 3.2. Let $d > 2$ and $v_n$ be a unit null vector of $F_P(\lambda_n)$ for each $n$. If $y_n(x) = Y(x, \lambda_n)v_n$ is of type (CZ) for each $n$ and span$\{v_n : n \in \mathbb{N}\}$ contains $d$ orthonormal vectors in $\mathbb{R}^d$, then the vectorial problem (2) and (5) is ($\star$)-simultaneously diagonalizable.
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