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Abstract
Mallow Cp is an often recommend model selection criterion in standard textbooks of linear regression analysis through unbiased risk estimation.  However, Cp only addresses the complexity of a single model.  In the literature, various proposals have been made in literature to incorporate the complexity of a modeling process which involves a family of models.  In this talk, we will only address the effectiveness of the data perturbation method in Shen and Ye (2002, JASA) on improving the performance of Mallow Cp to reduce the probability of including zero-coefficient predictors. This method is also called "little bootstrap" in Breiman (1992, JASA).  Here "little" refers to adding a noise to perturb the observed responses with simulated normal errors with zero mean and standard deviation which is smaller than the standard deviation of the errors in the observed responses.  In the literature, it is recommended in Breiman (1992) to be between 0.6 and 0.8 while 0.5 in Shen and Ye (2002).   In this talk, we will discuss the selection of the size of perturbation through unbiased risk estimate, Stein Lemma, and generalized derivative with variable selection in nested linear regression models and wavelet thresholding.
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