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Abstract
Sparse linear combinations of given functions (or variables) play important roles in compressed sensing and statistical learning theories that deal with a large number of predictors (often more than the number of observations). Greedy approximation, among nonlinear approximations, has recently received an increasing attention as a means of providing accurate and computationally fast approximation for functions in the [image: image2.png]


-hull of a dictionary in a Hilbert space. In this talk, I will first introduce a new convergence result of the weak orthogonal greedy algorithm (WOGA) when it is used to approximate functions in the [image: image4.png]


-hull of a dictionary with 0<q[image: image6.png]


1. The result is then applied to exactly recover a hard sparse function in situations where the dictionary satisfies a minimum eigenvalue assumption. This assumption is substantially weaker than the restricted isometry property (RIP), which seems indispensable for [image: image8.png]


-minimization to achieve exact recovery results. The second topic of this talk is concerned with the statistical properties of WOGA as a model selection tool in high-dimensional (HD) regression models. The outstanding issue here centers on when to stop sequential variable addition and how to trim back after stopping so that a minimal number of variables can be included in the final regression model (which is called “consistency” and is conceptually equivalent to exact recovery in compressed sensing). I will introduce a high-dimensional information criterion (HDIC) to be used in conjunction with WOGA and a backward trimming method, called “Trim”, so that WOGA+HDIC+Trim can achieve model selection consistency in HD regression models. Finally, I will briefly present the performance of WOGA+HDIC+Trim when it is applied to several data sets from a famous hi-tech company in Taiwan.
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