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Abstract
In this talk I briefly review my studies on the theory of multiobjective optimization.  I deal with the following topics: 
1. Stability and sensitivity analysis: We consider a family of perturbed multiobjective optimization problems including a parameter vector. We define a set-valued map which specifies the set of Pareto optimal solutions depending on the parameter. We analyze the behavior of this map both qualitatively and quantitatively. Namely, we provide sufficient conditions for continuity of this map (stability) and study contingent derivatives of this map (sensitivity analysis). 
2. Lagrange duality: Given a multiobjective programming problem, we introduce a vector-valued Lagrangian function. It is shown that its saddle point is closely related to a Pareto optimal solution of the primal problem. Based on the Lagrangian function, we define the dual map, which is a set-valued map and has a nice relationship with the perturbation map, and the dual problem. We provide duality theorems between the primal problem and the dual problem.
3. Conjugate duality: We consider a multiobjective optimization problem with a set-valued objective map having values in the multi-dimensional extended real space. Here we provide a new definition of the infimum of a set in this space. We embed the primal problem into a family of perturbed problems and define the dual problem in terms of the dual map by introducing the concept of conjugate maps. We prove a relationship between the dual map and perturbation map and also some duality theorems. 
4. Multiclass support vector machines: A support vector machine (SVM) is a useful binary pattern classification tool based on mathematical programming. In order to apply SVM to multiclass classification, we consider an all-together method which obtains several discriminant functions simultaneously. We point out this problem should be formulated as a multiobjective optimization problem which maximizes the geometric margins. We also show that this problem can be solved by defining the scalarized problem and transforming it into a second order cone programming problem.
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