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1. Two players play the following game. Player 1 chooses one of the three spinners
pictured in the following figure, and then player I chooses one of the remaining two
spinners. Both players then spin their spinner and the one that lands on the higher
number is declared the winner. Assuming that each spinner is equally likely to land
in any of its 3 regions, would you rather be player I or player 117 Explain your answer!
Ans: player II

fg 2. To be player II, the reason is as follows.

If player I chooses spinner A and player II chooses spinner B, then all results
for spinner A and spinner B are

(9,8),(9,6),(9,1),(4,8),(4,6),(4,1),(2,8),(2,6), (2,1).

So the probability for player II being the winner is 4/9. Similarly, if player
I chooses spinner A and player I chooses spinner C, then the probability for
player II being the winner is 5/9. Therefore, if player I chooses spinner A, to
choose spinner C is optimal for player II and the probability for player I being
the winner is 5/9.

Similarly, if player I chooses spinner B, to choose spinner A is optimal for player
IT and the probability for player IT being the winner is 5/9; if player I chooses
C, to choose spinner B is optimal for player II and the probability for player I1
being the winner is 5/9. O

2. Let (X,Y) have pdf

[(a+b+c) pa-Ly b1

— l—z—y) ' 0<z<1l0<y<l0<y<l-z<l1
I\(a)l—\(b)l—\(c) ( ','E y) J ZE b y b y 'I 9

fla,y) =

where a > 0, b > 0, and ¢ > 0 are constants.

(a) Find the marginally distribution of X and Y. Ans:
X ~ beta(a,b+ c); Y ~ beta(b,a + c)
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(b) Find the conditional distribution of Y'|X = z, and show that 2+ is beta(b, c).
Ans: I'(b+c) yb_l(l _ x)l—b—c(l —T— ,y)c—l

I'(b)(c)
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Thus X ~ beta(a,b+ c).
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Thus Y ~ beta(b,a + ¢).
(b)
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_TI'la+b+¢) (1 — u)e b ['(b+c)l'(a)
['(a)T(b)[(c) I'(a+b+c)
Ib+c) o -1
F(b)I‘(c)u (1—-u)", 0O<u<l
Thus U ~ beta(b, ¢). O

3. Let X1, X5, X3, X be i.i.d. r.v. with common distribution N (0, 1). Find the moment
generating function of 7 = X, Xy + X3X,. Ans: (1 -7 2 <1

fg 2 Since XX, and X3X, are i.i.d., so
E et — E|:6“X1X2+X3X4)} — (E[etX1X2:|)2 .
Moreover, X, X, are also i.i.d. with N(0,1) distribution, we have

B[] = BB |X,]] = Bel X2,

Now let Y = X7, then Y has x? distribution, so

1 1
t2X2/2| _ 2/ | _ _ 2
E[e 1/] = E[e( /2) 1} - T @ e~ 2 < 1.

It yields E[e!?] = (1 — )", 2 < 1. O

4. Consider a random sample {X;, Xs,..., X, } from a Pareto distribution with the
following density function

f)=r(1+2)"1 2>0.

(a) Find the maximum likelihood estimator of the parameter x based on the sample.
Ans: n/Y " In(1 + ;)

(b) Find the Cramer-Rao lower bound (CRLB) of any unbiased estimator of x.Ans:
K2 /n

(a) Since the log likelihood function of & is

InL(z) =nlnk — (k+1) iln(l + 1),

=1

by setting ;% In L(z) = 0, we can obtain the MLE

(b) Since 2 1n f(z) = 1/k—In(1+=), CRLB = 1/nE[1/k — In(1 + X)]*. Note that

Y =In(l+ X) ~ exp(1/k)
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Eln(1+ X)) = 1/kE[1/k — In(1 + X))’
= Var(In(1 + X)) = 1/

thus CRLB = k?/n. O
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