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1. Show that if (X, ¥) ~ bivariate normal(izx, oy, 0%, 0%, p), then the following are true.
(a) The marginal distribution of X is N{px, ¢%) and the marginal distribution of Y is N(uy, o).
(b) The conditional distribution of ¥ given X =z is ‘
Ny + ploy Jox)(z - px) 0% (1 = #%).
(¢) For any constant a and b, the distribution of a X + bY is

Nlapx + by, a’0% + ol + 2abpoxoy).

2. Given that N = n, the conditional distribution of ¥ is x2,. The unconditional distribution of N is
Poisson(8). :

(a) Calculate E[Y] and Var(¥) (unconditional moments).
(b) Show that, as 8 = oo, (Y — E[Y])/\/Var(Y) = n(0,1) in distribution.

3. Let Xi,...,X, beiid with pdf
f(z|0) =82, 0<z<1, 0<d<oo.

(a) Find the MLE of @, and show that its vartance — 0 as n — o0,

(b) Find the method of moments estimator of 6.

4. Show that for a random sample X,..., X, from a n(0,0%) population, the most powerful test of
Hy : 0 = oq versus Hy : ¢ = oy, is given by
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For a given value of e, the size of the Type I Error, show how the value of ¢ is explicitly determined.

5. Let Xj,..., X, be & random sample from a Bernoulli(p).

(a) Derive a confidence interval for p by inverting the likelihood ratio test of Hp: p = py versus
Hi: p# o
(b) Show that the interval is a highest density region from p¥(1 — p)™¥.





