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Abstract
Kriging has emerged as the most important and useful technique for developing meta-models as a surrogate to a computationally expensive engineering simulation model. However, a difficulty and potential disadvantage with the kriging method commonly used in computer experiments with deterministic functions is the potential numerical instability in the computation of the inverse of the covariance matrix. When the covariance matrix is nearly singular, numerical instability is serious because it leads to large variability or even unreliability of the predictor. On the other hand, maximum likelihood estimators for the parameters in the covariance matrix have very large variance in Kriging model. In this paper, the “regularized” kriging is proposed to overcome this difficulty. The proposed technique is particularly important in the context of a computationally intensive simulation model where the sample size or input variables are large in practical applications. Furthermore, we use a simulation study to illustrate the differences between the Kriging and the regularized Kriging to demonstrate the advantages of a regularized Kriging model.
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