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Abstract
It is common in practice when the heterogeneity in data may stem from several latent populations (groups). We assume that each group can be represented by a segmented regression model, but the group membership for each observation is unobserved or lost. The aim of this paper is to classify observations into mixture groups where the relationships between the response and covariates are piecewise linear in each group. A fully Bayesian approach is proposed for parameter estimation and estimates of the latent variables are produced as by-products of the analysis. We classify groups and estimate unknown parameters simultaneously, which include changepoint, intercept, piecewise slopes and latent variables. Deviance Information Criterion is employed to select the number of mixture groups. We illustrate the proposed methodology via simulation experiment and empirical study. A simulation study highlights the properties of the proposed MCMC estimators and the accuracy.
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