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Abstract
Credit scoring and behavioural scoring are popular methods that support banks to decide whether or not to grant a loan to customers. Recent global depressions have led credit-granting institutions to search for more effective ways to attract creditworthy customers and control losses. At the customer management level, the risk scoring methodology offers an objective ways to predict delinquency.

The recent development of behavioral scorings from traditional scorings makes more assumption of the repayment and usage behavior of customers and thus can be used further to forecast the default probability. These statistical classification models can be used by lenders to adjust credit limits and decide on the marketing and operational policy.

Although some classical statistical methods (e.g. logistic regression) were the first to be used and remain the most important methods to build scoring systems, many new methods were proposed based on the idea of statistical learning. A novel statistical learning method called Glmnet (Generalized Linear Models via elastic-Net) is proposed recently. Glmnet enables the creative idea of lasso to be extended to generalized linear models. Glmnet can provide parameter estimations and variable selections at the same time and generate significant models. Moreover, it is computationally efficient by an elastic-net algorithm. In our study, Glmnet is first proposed in the modeling of behavioural scorings classification accuracy analysis systems. We also compare the results with ANN (Artificial Neural Network), SVM (Support Vector Machines) and LDA (Linear Discriminant Analysis).
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