Multistability for Delayed Neural Networks via Sequential

Contracting

Jui-Pin Tseng

Department of Mathematical Sciences
National Chengchi University

January 21, 2016

24th Annual Workshop on Differential Equations

This is a joint work with Chang-Yuan Cheng (NPTU), Kuang-Hui Lin (NCTU), and
Chih-Wen Shih (NCTU).

J.P. Tseng (NCCU) Multistability for Delayed Neural Networks January 21, 2016 1/37



In this talk

@ We explore a variety of multistability scenarios in the general delayed
neural network system.
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In this talk

@ We explore a variety of multistability scenarios in the general delayed
neural network system.

@ We derive criteria from different geometric configurations which lead
to disparate numbers of equilibria.

@ We introduce a new approach, named sequential contracting, to
conclude the global convergence (to multiple equilibrium points) of
the system.
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Background: multistability and time delay

@ Multistability is a notion to describe the coexistence of multiple stable
equilibria or cycles.

- Such dynamics is essential in several applications of neural networks,
including pattern recognition and associative memory storage.
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equilibria or cycles.

- Such dynamics is essential in several applications of neural networks,
including pattern recognition and associative memory storage.

@ Time delays are ubiquitous in many natural and artificial systems.

- Delays can modify the collective dynamics of neural networks; for
example, they can induce oscillation or change the stability of the
equilibrium point.
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Background: multistability and time delay

@ Multistability is a notion to describe the coexistence of multiple stable
equilibria or cycles.

- Such dynamics is essential in several applications of neural networks,
including pattern recognition and associative memory storage.

@ Time delays are ubiquitous in many natural and artificial systems.

- Delays can modify the collective dynamics of neural networks; for
example, they can induce oscillation or change the stability of the
equilibrium point.

- Taking time delay into account in mathematical models usually
increases mathematical technicality.

J.P. Tseng (NCCU) Multistability for Delayed Neural Networks January 21, 2016 3/37



Background: model

Hopfield-type neural network:

n
)-(i(t) = _;uiXi(t) + Z[augj(xj(t)) + BUgJ(XJ(t — TU))] + 1, (1)
j=1
i:1’27... 7n_
@ i >0, ajj, Bjj: connection weights, /;: bias current sources
e 7; > 0: time delays, bounded by 7y

@ gj: activation/output function (introduced later)
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Classes of activation functions

@ Classes A, B, C.

@ We focus on class A. Let p; := max{|y;|, |vi|}, g/(ci) = L;
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Background: the existing works

@ Existence of multiple equilibrium points:

- numbers of equilibria are in terms of n-power of the number of saturated
(or near saturated) regions in a n-neuron system,
e.g. 3", (2r+1)", etc.

* We can derive the numbers of equilibria which are not in power of n,
eg. 3,5 7, forn=2.
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Background: the existing works

@ Existence of multiple equilibrium points:

- numbers of equilibria are in terms of n-power of the number of saturated
(or near saturated) regions in a n-neuron system,
e.g. 3", (2r+1)", etc.

* We can derive the numbers of equilibria which are not in power of n,
eg. 3,5 7, forn=2.

@ Stability/convergence of dynamics:

- common restriction 1: cooperative («jj, 8 > 0, i # j) or competitive
(cvij, Bij < 0, i # j) (monotone dynamics theory)

- common restriction 2: restricted to the class of piecewise-linear activation
functions.
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Let us now present our approach to study the
existence of equilibrium points for system (1)
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Existence of equilibria for system (1)

o Recall system (1):

(1) = i)+ Lo (g (0) + B (gt )+ i = 1.
j=1
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Existence of equilibria for system (1)

o Recall system (1):

(1) = i)+ Lo (g (0) + B (gt )+ i = 1.
j=1

o Consider the stationary equations for (1):

F,‘(X) = —pixi + Z(alj +5U)g](XJ) + Ii = Oa = 1a <oy N (2)
j=1
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Existence of equilibria for system (1)

o Recall system (1):

(1) = i)+ Lo (g (0) + B (gt )+ i = 1.
j=1

o Consider the stationary equations for (1):

F;(X) = —pixi + Z(alj +5U)g](XJ) + Ii = Oa = 1a <oy N (2)
j=1

@ X=(x1, - ,xp) is an equilibrium of system (1) if

Fi(x)=0, i=1,...,n.

J.P. Tseng (NCCU) Multistability for Delayed Neural Networks January 21, 2016 8 /37



Existence of equilibria for system (1)

o Recall system (1):

(1) = i)+ Lo (g (0) + B (gt )+ i = 1.
j=1

o Consider the stationary equations for (1):

F;(X) = —pixi + Z(alj +5U)g](XJ) + Ii = Oa = 1a <oy N (2)
j=1

@ X=(x1, - ,xp) is an equilibrium of system (1) if

Fi(x)=0, i=1,...,n.

@ Our approach combines a geometric formulation on F;(x) and the
Brouwer's fixed-point theorem.
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Brouwer's fixed-point theorem

Brouwer's fixed-point theorem.

Every continuous function from a convex compact subset K of a Euclidean space
to K itself has a fixed point.
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Existence of equilibria in system (1) - Idea

@ Locate a region K := Kj X --- X K}, with each K; an interval in R, so
that for an arbitrary ((1,...,() € K, for every i =1,..., n, there
exists a solution x; € K; to

Fi(C1s-- -5 Cie1: X, Gig1, - - -, Cn) = 0.
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@ Define a continuous mapping ¢ : K — K, satisfying

¢(C1,...,Cn) = (Xl,.. . ,Xn).
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Existence of equilibria in system (1) - Idea

@ Locate a region K := Kj X --- X K}, with each K; an interval in R, so
that for an arbitrary ((1,...,() € K, for every i =1,..., n, there
exists a solution x; € K; to

Fi(C1s-- -5 Cie1: X, Gig1, - - -, Cn) = 0.

@ Define a continuous mapping ¢ : K — K, satisfying

¢(C1,...,Cn) = (Xl,.. . ,Xn).

@ There exists a X = (X1, -, Xp), s.t. (X) = (X), i.e.,

Fi(x)=0,i=1,...,n

@ X is an equilibrium of system (1) (in K). If in addition that ® is a
contraction mapping, then X the unique equilibrium in K.
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How to locate region K: Upper and lower functions

@ Recall the stationary equations:

Fi(x) = —pixi + (i + By)gi() + i (3)

Jj=1

where each g;(-) < p;.
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How to locate region K: Upper and lower functions

@ Recall the stationary equations:

Fi(x) == —ixi + Y (i + By)gi() + i, (3)
=1

where each g;(-) < p;.

@ Fori=1,2--- n, we define
(&) =~ + (i + Bi)gi(€) + kT
(€)= —wi€ + (i + Bi)gi(€) + ki,

where k* = £ i pilag + Byl + 1.
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How to locate region K: Upper and lower functions

@ Recall the stationary equations:

Fi(x) = —pixi + (i + By)gi() + i (3)

Jj=1

where each g;(-) < p;.
@ Fori=1,2--- n, we define

(&) = —wi&+ (i + Bin)gi(€) + ki
(&) = —wil+ (i + Bir)gi(§) + ki

where k* = £ i pilag + Byl + 1.
°

v

i(Xi) < Fl(x) < ﬁ(xi)a = 17"'5”7

for all x = (x1,...,Xn)-
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Configuration of upper and lower functions:

Two cases, and eight subcases

Set N :={1,2,--- ,n}.
Hi

: : (&) <
M = {I S N|I§6laﬂi(g' (ﬁ) = i ﬁii}’
._ ; i / Hi
B = {ieN| 5|2@ng’, (6) < ai + Bi

< ?eagg/(ﬁ)},
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Configuration of upper and lower functions:

Two cases, and eight subcases

Set NV :={1,2,-- ,n}.

Hi

: : (&) <
M = {I S N|I§6laﬂi(g' (5) = i ﬁii}’
._ ; i / Hi
B = {ieN| gngg, (6) < ai + Bi

< ?eagg/(ﬁ)},

@ (a) is of type M;
(b)-(g) are of type B.

@ (b)-(g) are of type B, B},
B3, Bs, B3, B,
respectively.
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Existence of 3% equilibria for system (1)

If MUBUBIUBS =N :={1,...,n}, and k = card(BB3) > 1, then there
exist 3% equilibria in system (1)

Sketch of Proof. We consider 3% disjoint closed regions in R”:

“’:{(x1,~-,x,,)ER”\X,-EfZ}”"}, (4)
W:(Wla'” 7Wn)7
w; = "1","m", "r", for i€ Bg,
w; ="s", forie MUBUB,

where Q} = [5,’, §,’], an = [B,’, B,‘], Qf = [é,’, 6,] and ﬁ? = [ff],', I?'I,]
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Existence of 3% equilibria for system (1)

Assume that M U BL U Bl U B3 = N with k = card(B3) > 1.
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Existence of 3% equilibria for system (1)

Theorem.

Assume that M U B U Bl U B3 = N with k = card(BB3) > 1. For each i € N, fix
a 0; € (0, ;) and then define

L= aji+Bii ?

- LY if e MUBEUBL, 5)
L;, if i € B

If 6; > Zj”’=1,j;ﬁl' Zj|0[,’j T ﬂU|’ and
<Hb g e [y, M, i e MUBIUB,
g(&)] <fTk, fee (=00, 8] U [&,00), i € B3, (6)
>uth - if £ e (b, b, i€ B3,

forall i e N,
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Existence of 3% equilibria for system (1)

Assume that M U B U Bl U B3 = N with k = card(BB3) > 1. For each i € N, fix
a 0; € (0, ;) and then define

_ pi=bi e r ) Bl
L; = aii+Bii’ If I € 'A;l U Br U B, (5)
L;, if i € Bs.
If 6; > 3571 i Liley + Byl and
<0 if € € [y, ), i € MUBLUBL,
g(&) <L, if&e(—o00,8]U &, 00), i€ B, (6)
>duth - if ¢ e [, b, i € B,

for all i € N/, then there exist exactly 3% equilibria in system (1), and each region
QY| defined in (4), contains exactly one of these 3k equilibria.
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Global convergence to exactly 3% equilibrium
points for system (1)
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Global convergence 3% equilibria: Idea

@ Fix an arbitrary initial condition ¢.
Its solution x(t) = (x1(t),- - ,xn(t)) of system (1) is then a fixed
function defined on [ty, 00).
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Global convergence 3% equilibria: Idea

@ Fix an arbitrary initial condition ¢.
Its solution x(t) = (x1(t),- - ,xn(t)) of system (1) is then a fixed
function defined on [ty, 00).

@ For each i € NV, the ith component x;(t) satisfies

Xi(t) = —pixi(t) + ciigi(xi(t)) + Bigi(xi(t — 7ii)) + wi(t),  (7)

for all t > tg, where

wi(t) == {ojgi(x(t)) + Bigi(xi(t — 7))} + Ii.
J#i
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Global convergence 3% equilibria: Idea

@ Fix an arbitrary initial condition ¢.
Its solution x(t) = (x1(t),- - ,xn(t)) of system (1) is then a fixed
function defined on [ty, 00).

@ For each i € NV, the ith component x;(t) satisfies

xi(t) = —pixi(t) + ciigi(xi(t)) + Bigi(xi(t — 7ii)) + wi(t), (7)
for all t > tg, where

wi(t) == {ojgi(x(t)) + Bigi(xi(t — 7))} + Ii.
J#i

@ For later use, we define for each i € N,

w"(T) :=sup{w;(t) | t > T}, W,-mi”(T) =inf{w;(t) |t > T}

1

W (00) i= fim w™X(T), w"(00) := Jim w™(T)
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Global convergence 3% equilibria: Idea

Recall MU BLU Bl UBS = N with k = card(B3) > 1.
We shall show that under some conditions,
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Global convergence 3% equilibria: Idea

Recall MUBLUB U B3 = N with k = card(B3) > 1
We shall show that under some conditions,

e for each i € M U B U BI, x;(t) converges to [m;, m;], where

— m; < [w"(00) — wi™ (00)]/[(1 — 21| LiTi)0i]-
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Global convergence 3% equilibria: Idea

Recall MUBLUB U B3 = N with k = card(B3) > 1
We shall show that under some conditions,

e for each i € M U B U BI, x;(t) converges to [m;, m;], where

— m; < [w"(00) — wi™ (00)]/[(1 — 21| LiTi)0i]-

e for each i € BB3, x;(t) converges to one of the three disjoint intervals:
[a;,3i], [b;, bi], and [c;, Ti], where
0 < 5i—éi?Ei—b Ci— ¢

< W™ (o0) — w (co))/I(L — 2184l Limi)6i)
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Global convergence of dynamics in system (1)

Let x(t) = (x1(t),- -, xa(t)) be a fixed solution of (1). Assume that for every
i € N, there exists a compact interval J; of length d;, such that x;(t) converges
to J; and d; satisfies

d; < [w™(00) — wi™"(00)] /11,

for some n; > 0, and
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Global convergence of dynamics in system (1)

Let x(t) = (x1(t),- -, xa(t)) be a fixed solution of (1). Assume that for every
i € N, there exists a compact interval J; of length d;, such that x;(t) converges
to J; and d; satisfies

d; < [w™(00) — wi™"(00)] /11,

for some n; > 0, and there exist a compact interval Jiand a L; > 0, such that

J; C .Z and : }
g/ (&) < L; for all € € J.
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Global convergence of dynamics in system (1)

Let x(t) = (x1(t),- -, xa(t)) be a fixed solution of (1). Assume that for every
i € N, there exists a compact interval J; of length d;, such that x;(t) converges
to J; and d; satisfies

d; < [w™(00) — wi™"(00)] /11,

for some 7); > 0, and there exist a compact interval Jiand a L; > 0, such that
J,' Q J,‘ and 5 5
g/ (&) < L; for all € € J.

Let M = [m,'j]lg,'wjgn with m;; == Ni, Mjj 1= 7(‘(Y,'J'| aF |[3,JDZJ for i 75_1
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Global convergence of dynamics in system (1)

Proposition

Let x(t) = (x1(t),- -, xa(t)) be a fixed solution of (1). Assume that for every
i € N, there exists a compact interval J; of length d;, such that x;(t) converges
to J; and d; satisfies

d; < [w™(00) — wi™"(00)] /11,

for some 7); > 0, and there exist a compact interval Jiand a L; > 0, such that
J,' Q J,‘ and 5 5
g/ (&) < L; for all € € J.

Let M = [m,'j]lg,'wjgn with m;; == Ni, Mjj 1= 7(‘(Y,'J'| aF |[3,JDZJ for i 75_1 If the
Gauss-Seidel iteration for solving the linear system

Mv =0, (8)

converges to zero, the unique solution of (8), then every d; degenerates into zero
and the solution x(t) of system (1) converges to a singleton.
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Asymptotic behavior of x;(t), where i € M U B U B

Proposition A.

Assume that conditions (M1)-(M3) hold for some i € N. Then x;(t) satisfying
(7) converges to [m;, m;], where

m; — m; < [w*(c0) — w™™ (00)]/[(1 — 2| 8| LiTi)0i]-

—_1 — I

@ Condition (M1):

|Biil7ii < (leiil + |Bil)pi/{ LilA(|cvii| + |Bil)pi + wi™**(t0) — wi™" (t0)]}-
@ Condition (M2): There exists a Ty > to such that 1?,-(0)(-, To) and ﬁ(o)(~, To)
EO)(TO) and rhgo)(To), respectively.
@ Condition (M3): g/(&) < (ui — 6;)/(cvii + Bii) for all

¢ e [mO(To), M (To)] for some 6; € (0, 7).

have unique zeros, M
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Proof of Proposition A. -1

e Recall (7):
xi(t) = —pixi(t) + ciigi(xi(t)) + Biigi(xi(t — 7ii)) + wi(t),
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Proof of Proposition A. -1

e Recall (7):
xi(t) = —pixi(t) + ciigi(xi(t)) + Biigi(xi(t — 7ii)) + wi(t),

o Define the upper and lower bounds for (7), respectively:

hi(€) == — i€ + 2(|aii| + |Bil)pi + w;"(to), (9)
hi(€) == —pi& — 2(|aii] + |1Biil)pi + wi™" (o). (10)
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Proof of Proposition A. -1

e Recall (7):
xi(t) = —pixi(t) + ciigi(xi(t)) + Biigi(xi(t — 7ii)) + wi(t),

o Define the upper and lower bounds for (7), respectively:

hi(€) == — i€ + 2(|aii| + |Bil)pi + w;"(to), (9)
hi(€) == —pi& — 2(|aii] + |1Biil)pi + wi™" (o). (10)

@ h; and h; are linear decreasing functions, with unique zeros Af’ and
Al respectively.
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Proof of Proposition A. -1

e Recall (7):
xi(t) = —pixi(t) + ciigi(xi(t)) + Biigi(xi(t — 7ii)) + wi(t),

o Define the upper and lower bounds for (7), respectively:

hi(€) == — i€ + 2(|aii| + |Bil)pi + w;"(to), (9)
hi(€) == —pi& — 2(|aii] + |1Biil)pi + wi™" (o). (10)

o h; and F; are linear decreasing functions, with unique zeros A,h and
Af’, respectively.
°
hi(xi(0)) + (levil + [Bil)pi < %i(t) < hi(xi(2)) = (Jeil + |Bil) o,
for all t > ty. Consequently, there exists a tg such that x;(t) enters
and remains in interval [Af, A?] for t > te.
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Proof of Proposition A.-2

@ Accordingly, we can construct the second preliminary upper and lower
bounds for (7):

©) _ [ A& T) = BaLimahi(AY) if 8 >0,
! (57 T) o { :Yi(ga T) BIIL 7—uh (A/,h) if /Bii < 0| (11)
£(0) _ [ & T) = BaLimahi(Al) if Bi >0,
f; (g’ T) B { '}?i(fa T) ﬁul— Tuh (AA,h) if /Bii < 0, (12)

Ai(€ T) i= —pi€ + (i + Bir)gi(€) + wi"™(T),
%i(€, T) == —pi€ + (cij + Bir)&i(§) + w™"(T).

J.P. Tseng (NCCU) Multistability for Delayed Neural Networks January 21, 2016 21 /37



Proof of Proposition A.-3

e Condition (M1) implies |aji| + |Bii| > 0, and thus

hi(€) < FO(e, o) < FOe, T) < FOe, T) < £Oe, 10) < hi(€)
(13)
forall T >ty and £ € R.
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Proof of Proposition A.-3

e Condition (M1) implies |aji| + |Bii| > 0, and thus

hi(€) < 7FOe,t0) < FOUe, T) < FOe, T) < FO(e, 10) < Pi(€)
(13)

forall T >ty and £ € R.
e Forany T > max{ty + 7, To},

FO(e), T) + & < xi(t) < FOL(e), T) eyt > T

1

where €; ;= |Bii|(|aii| + |Bii|)piLiTii-
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Proof of Proposition A.-3

e Condition (M1) implies |aji| + |Bii| > 0, and thus
Fi(e) < FO6, 1) < 7106, T) < 96, T) < £ 00) < Bic€)
(13)
forall T >ty and £ € R.
e Forany T > max{ty + 7, To},

FO(e), T) + & < xi(t) < FOL(e), T) eyt > T

where €; := |Bji|(|cvi| + | Biil)piLiTii-

e Consequently x;(t) enters and remains in interval [rﬁl(o)(T), n“vl(o)(T)]
contained in [Af, AP after certain time,
where rﬁ(o)(T) (resp., (0)(T)) is the unique zero of f(o)( ,T)=0
(resp., £°(-, T) =0).
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Proof of Proposition A.-4

2(k)

o lteratively applying arguments based on constructing finer upper fl-(

and lower bounds Fi(k) for (7) allows us to establish the convergence
of xj(t) to some compact interval [m;, m;], where

i — m; < [w"(00) — w"™ (c0)]/[(1 — 2| Bil Limir)01].

I — 1
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Convergence to one of three intervals

Proposition B.

Assume that conditions (B1)-(B3) hold for some i € N and some
0; € (0, u;). Then x;(t) satisfying (7) converges toone of the three disjoint
intervals: [a;,3j], [b;, bi], and [¢;, C;], where

0 < 3 —a;bi—b,ci—c;

1

< W™ (o0) — w (co)l/[(L — 2184l L6
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Conditions (B1)-(B3)

@ Condition (B1): L; > u;/(cji + Bii) > 0,
|Biil i < (leviil + |Biil)pi /{ Li[4(|exii + |Biil)pi + wi™*(t0) — w™ " (t0)]}-
Notably, condition (B1) implies L; > p/(ci + Bii). There hence exist exactly
two points p; and §; with p; < o; < §;, satisfying

g (pi) = &'(Gi) = pi/(cii + Bii)-

o Condition (B2): There exists a To > tp such that fi(o)(c"],-, To) > 0 and
7?,'(0)(/5;, To) <O.
Under condition (B2), there exist exactly three zeros &;, b and & (resp., 3,
b; and &) of ]9[(0)(_’ To) = 0 (resp., f,-(o)(-, To) = 0), where

<& <pi<b <b<g <&<¢. Let6; € (0, ;) be a fixed number.
@ Condition (B3):

/ >(ui+ 0;)/(ai + Bi)  if € € [b;, bi],
&i (5) { <(,u,- — 0,‘)/(04,',' + ,@,‘,‘) ifﬁ S (—OO, §,’] U [(f,', OO)
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Global convergence of dynamics in system (1)

Theorem

Assume that M U BE U Bl U B3 = A, (16) and (17) hold, and for each
ieN

|Bii|Ti < 7§, (14)
and
<fbifg e [mf,mf]ie MUBLUB,
g <&, if € € (—00,8f]U[¢f ,00), i € B, (15)
> L0 if ¢ € [BF, B, i € B},

for some 6; € (0, ;). Then system (1) achieves global convergence to
the 3X equilibria provided that the Gauss-Seidel iteration for the linear
algebraic system (8) converges to zero, the unique solution.
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Global convergence of dynamics in system (1)

Theorem. continued

where mjj = (1 — 2|6_,','|L,'7',',')9,' for i € N, mjj = —(|Oz,'j| =+ |,8U|)ZJ for
i,j € N,i#j, and L; is defined in (5), and
0;> > Lilaj + B, (16)
J=1#i
Fi(5;)) >0 if i € B,
Fi(G:) <0 if i € Bl, (17)
Fi(pi) <0, Fi(g:) >0 ifiechs,
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Example: existence of equilibria

Example 1

We consider system (1) with n = 3, under the parameters:

1 1.8 0.05 0

()= 1], (a)=1| 005 19 0 ,
1 0 0.05 0.6
0.05 02 0 0.05
=1 o |, B)=[ o 01 005
0.15 0.05 0 01

In addition, we set 7;; = 0.1, 7;; = 12 for i,j = 1,2,3, i # j.

ei=12eBandi=3eM
o card(B3) =2
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Example 1: 9 equilibria, where ones are stable

Figure: Numerical simulation for Example 1.
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Other cases of multistability for (1) with n = 2
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The upper and lower functions

@ Recall the stationary equations:

Fix) == —pixi + ) (i + By)gi(5) + I, (18)
j=1

where each gj(-) < pj.
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The upper and lower functions

@ Recall the stationary equations:

Fix) == —pixi + ) (i + By)gi(5) + I, (18)
j=1

where each gj(-) < pj.
@ The upper and lower functions are now

f(§) = —pm&+ (11 + Pr1)gi(§) + |aw2 + Bizlp2 + i,
A(E) = —mé+ (a1 + Bi1)gi(€) — aaz + Bralpa + h,
H(E) = —mé + (a2 + B22)ga(€) + ezt + Ba|p + b,
R() = —pob+ (ax+ B22)g2(€) — azr + Baalp2 + b,
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The upper and lower functions

@ Recall the stationary equations:

Fix) == —pixi + ) (i + By)gi(5) + I, (18)
j=1

where each gj(-) < pj.

@ The upper and lower functions are now

A(E) = —mé+ (anr + B1)gi(€) + |larn + Pralpa + h,
A(E) = —mé+ (a1 + Bi1)gi(€) — aaz + Bralpa + h,
H(E) = —mé + (a2 + B22)ga(€) + ezt + Ba|p + b,
h(E) = —poé + (a2 + B22)g2(€) — |az1 + Barlpa + b,

@ For this two-neuron system, there are four basic types, as shown in
the next slide.
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Case (7)(3) in type (B, B)

(a)
£

1

A0 o

@ Recall the F; and f and fi, i = 1,2. If o1 + 21 > 0, we consider

EME) = —paé + (o + B22)&i(€) + (az1 + Bo1)g (1) + b,
HNE) = —mé + (an + B2)gi(€) + (a1 + B1)g(Mi) + h.

fz”‘(f)
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multistability for subcase (7)(3)

3

Consider system system (1) with n = 2 and the case (;)(3). There exists
one equilibrium if K>(B2; S1) > 0, and three equilibria if K»(p2; S1) < 0.

@ We can further establish the convergence of dynamics for system (1).
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Other cases of multistability: case (g)(;)

Criteria 1 Equi.
az1 + P21 >0
Ka2(p2; A1) >0
Ka(p2; A1) < 0 < Kao(po2; By)
Ka2(p2; B1) < 0 < Ka(p2; (1)
Kz(p2; C1) <0
az1 + P21 <0
K2( P2; Cl) >0
Ka(p2; C1) < 0 < Ka(p2; Br)
Ka(p2: B1) < 0 < Ka(p2; A1)
Ka(p2; A1) <

©O© N o1 W

©O© N o1 W

Table: Criteria for various numbers of equilibrium points for the case (3)(}).
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Other cases of multistability: case (g)(i)

Criteria § Equi.
az1 + P21 >0
Ka(p2; A1) >0 3
Kz(ﬁz; 0) < 0 and KQ(&Q; O) >0fore=A;,Bior (; 5
Ka(p2; B1) < 0, Ka(p2; C1) > 0, Ko(Go; A1) >0 7
Ka(p2; C1) < 0, Ka(G2; B1) > 0, Ka(G2; A1) <O 7
Ka(p2; C1) <0, Ko(Go; A1) >0 9
az1 + f21 <0
Ka(§2; C1) < O 3
Ka(p2; ) < 0 and Ky(Go; @) >0fore=A;,Bior GG 5
Ka(p2; B1) < 0, Ka(p2; A1) > 0, Ka(Go; G1) >0 7
Ka(p2; A1) < 0, Ko(Go; B1) > 0, K2(G2; C1) <0 7
Ka(p2; A1) <0, Ka(G2; C1) >0 9

Table: Criteria for various numbers of equilibrium points for the case (

3
3

)

r
1

).
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This is The End of The Presentation
And Thank You for Your Attention
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